
Abstract—To provide a fast robust optimizer for numerical 
solutions of inverse problems, a metaheuristic based on 
population based incremental learning and clonal colony 
optimization methodology is proposed. In the proposed algorithm, 
a real valued probability vector is introduced to extend the 
colony, a tournament based mechanism is employed in a colony 
to destruct/discard plants to evolve the colony towards promising 
space, and a new reallocation operator is designed. The 
numerical results on two case studies are reported to positively 
confirm the merits of the proposed metaheuristic. 

Index Terms—Evolutionary computation, inverse problem, 
robustness. 

I. INTRODUCTION 
Design optimization is a multi-disciplinary study 

employing scientific and technological approaches to satisfy 
technical, economical and social requirements in an optimal 
manner. Due to keen competitions, engineers nowadays are 
under immense pressure to produce optimal designs in order 
to survive. It is increasingly difficult to find optimal designs 
of an electromagnetic device or system using traditional 
approaches. In this regard, a wealth of efforts is being devoted 
to computational intelligence in attempts to find solutions of 
inverse problems or optimizations in computational 
electromanetics in the last three decades [1].  

In practical engineering design problems, uncertainties are 
often inevitable. If the optimized solution is very sensitive to 
small variations of the optimized decision parameters, it is 
possible that slight perturbations in the optimized variables 
could result in significant performance degradation or 
infeasible solutions by violating the constraint functions. 
Hence, it is equally important to explore robust optimal 
techniques in studies of inverse problems under conditions of 
uncertainties in computational electromagnetics [2],[3]. 

Robustness means some degree of insensitivity to small 
disturbances in either the decision or environmental variables. 
Generally, the mean (expected fitness) and standard deviation 
are commonly used as the gauge to assess the robustness of 
objective and soft constraint functions, while the worst case 
philosophy is simply used for a hard constraint function in 
literature [4]. This means a number of additional points in the 
small neighborhood of a given solution are sampled and their 
function values are used to approximate the robust metric of 
the specific solutions, as there is no close-form solution for 
such evaluation in a real world inverse problem. In other 
words, the computational burden for a robust optimizer is 
significantly higher than that for its global counterpart. To 
address this issue, a metaheuristic combined population based 

incremental learning and clonal colony optimization algorithm 
is proposed to find robust solutions without incurring extra 
computational cost to evaluate the robust performances of 
candidate solutions. 

II. A ROBUST METAHEURISTIC 
Clonal colony optimization, inspired by the reproduction 

mechanics of plant clonal colonies [5], is a population based 
evolutionary algorithm. Briefly speaking, in the clonal colony 
optimization method, a population is comprised of different 
colonies and each colony is grouped by several plants 
(solutions). In the iterative process, the colonies evolve by 
means of destruction and extension operations [5], as 
schematically described in Fig.1.  

 

 
Fig. 1 The iterative procedures of the proposed algorithm 

 

The promising salient feature of the clonal colony 
optimization method is that the average fitness value of the 
plants in a colony could be used as the robust performance 
parameter of the colony. However, to fully use this 
characteristic, the operators of the algorithm should be 
properly designed. In this regard, the corresponding operators 
are designed as follows. 

Extend: To balance exploitation and exploration searches, 
a real valued probability vector, as used in a population based 
incremental learning method [6], is introduced to extend the 
colonies. The length of this real value probability vector is 
identical to that of the encoded chromosome of a feasible 
solution in the optimal problem. The value of each element of 
the vector is the probability of having a 1 in that particular bit 
position of the encoded chromosome. In every iterative cycle, 
a new plant is generated in such a way that the probability for 
the ith bit of the chromosome of the new plant to be 1 is 
proportional to the value of the ith element of this probability 
vector. In contrast to the original method, this probability 
vector is updated using the elite plant of the total ones in the 
same colony in the latest Ne cycles following 
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Fig.2. Field pattern degradations of the global and robust solutions. 

( ) (1.0 ) ( ) ( )j j j j jp i LR p i LR elite i= − ⋅ + ⋅         (1) 

where; LRj is the learning rate of colony j; ( )jelite i  is the 
value of the ith  bit of the binary encoded string of the elite 
plant so far searched in the colony in the latest Ne cycles.  

Purge: To mimic “the fittest survive” principle of nature 
selection, a tournament based mechanism according to the 
fitness value is used in a colony to destruct/discard plants to 
evolve the colony toward promising space. 

Split: The split operator used in the proposed metaheuristic 
is the same as that of [5]. However, the predefined maximum 
distance between two plants in a colony to split it is defined as 
the amplitude of the possible perturbations on the 
corresponding decision variable. 

Reallocate: After splitting, the split plants are needed to 
regroup to other colonies. For this purpose, the feasible 
parameter space is divided into a discrete grid according to a 
user predefined precision parameter. Once a plant is needed to 
split to another colony, its location in the grid is determined 
by repeatedly bisecting the range of it in each direction and to 
identify the specific half range that contains the plant. After 
the location is identified, the colony of the specified plant is 
determined. 

III. NUMERICAL APPLICATIONS AND CONCLUSIONS 
In the case studies, the average fitness value of the plants 

in a colony is used as the robust performance parameter of the 
colony in the proposed algorithm without invoking any 
additional computation due to the properly designed algorithm.  

A. Application One 
The optimal design of a non-linear antenna array [7] is 

firstly solved using the proposed metaheuristic to find the 
robust optimal solution of the problem. In this case study, a 
desired field pattern of shaped beams with a cosecant 
variation is reconstructed using a 26-element non-uniform 
antenna array. In numerical implementations, small 
perturbations of up to 0.2% on the decision variables are 
assumed. After 52465 iterations, the proposed algorithm finds 
a robust optimal solution with the mean fitness value of 
1.831620, which is compared to 58779 iterations of the 
combined polynomial chaos and PSO algorithm with the same 
final solution [8]. Also, some post-processing treatments are 

implemented on the robust optimal as well as the global 
optimal solution which is searched by using a conventional 
evolutionary algorithm, and it is found that the violation 
probabilities for the constrained conditions of the two optimal 
solutions with uncertainties of small variations of up to 0.2% 
on the decision variables are respectively, 20% and 60% for 
the robust and global ones. Fig. 2 depicts intuitively the field 
pattern degradations when the two optimal solutions are 
disturbed by a slight tolerance. 

B. Application Two  
The robust optimal counterpart of the Team Workshop 

problem 22 of a superconducting magnetic energy storage 
(SMES) configuration with three free parameters [9] is then 
solved using the proposed metaheuristic. In the numerical 
study, small variations of up to 1% on the decision variables 
are randomly perturbed to the decision variables. After 2541 
iterations, the proposed algorithm found a robust solution and 
the performance parameters for the robust optimal solution are: 
the stray field: 7.54×10-7, the stored energy: 179.3141 MJ; 
these are compared with, 7.73×10-7, 179.91 MJ to the global 
optimal solution [9]; with a 1% perturbation, these 
performances will be 1.107×10-6, 178.96 MJ for the robust 
optimal solution; and 1.410×10-6, 183.28 MJ for the global 
optimal solution.  

From the numerical results on the two case studies; it is 
obvious the robustness for the optimized solution using the 
proposed algorithm is significant stronger than that of those 
using the available optimal technique; and moreover, the 
increase of the iterative number used by the proposed 
algorithm is not significant since the proposed robust 
methodology incurs no extra computational cost in the 
evaluation of the robust performances of candidate solutions. 
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